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Abstract 

This study investigates the value added by incorporating textual data into customer churn prediction 

(CCP) models. It extends the previous literature by benchmarking convolutional neural networks 

(CNNs) against current best practices for analyzing textual data in CCP, and, using real life data from 

a European financial services provider, validates a framework that explains how textual data can be 

incorporated in a predictive model. First, the results confirm previous research showing that the 

inclusion of textual data in a CCP model improves its predictive performance. Second, CNNs 

outperform current best practices for text mining in CCP. Third, textual data are an important source 

of data for CCP, but unstructured textual data alone cannot create churn prediction models that are 

competitive with models that use traditional structured data. A calculation of the additional profit 

obtained from a customer retention campaign through the inclusion of textual information can be used 

by practitioners directly to help them make more informed decisions on whether to invest in text 

mining. 

Keywords 

Customer relationship management, text mining, predictive modeling, deep learning, financial services 

industry 
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1. Introduction 

Successful companies in the 21st century engage with their customers proactively (Kumar & 

Shah, 2004). Shifting away from the traditional reaction-based marketing model, these companies 

have moved beyond reporting about the past, and instead use their data assets to provide better insights 

into the future by creating accurate prediction models. These models are deployed widely for the 

enhancement of business processes such as sales forecasting (Fildes, Goodwin, & Önkal, 2018; 

Trapero, Pedregal, Fildes, & Kourentzes, 2013) and for improving customer relationship management 

(CRM) systems by taking into account future aspects of customer relations with the company 

(Audzeyeva, Summers, & Schenk-Hoppé, 2012; Huang, 2012). 

Especially in an era that is characterized by  higher volumes, velocities, and varieties of data, 

more companies are recognizing the value of big data and adopting technologies that enable them to 

analyze these kinds of data (Raguseo, 2018). Approximately 95% of big data consist of unstructured 

data that can be obtained from various sources within or outside the company (Gandomi & Haider, 

2015). In response, research around unstructured data is surging, and is being pursued in various 

domains (Sheng, Amankwah-Amoah, & Wang, 2017). However, despite this growing research 

attention, companies are still struggling to extract valuable information from textual data (Gandomi & 

Haider, 2015), though those that succeed in deploying data-driven decision systems perform better in 

terms of objective measures of financial and operational results (McAfee & Brynjolfsson, 2012). 

A particularly prominent forecasting application in CRM is customer churn prediction (CCP), 

which is defined as a method of identifying customers who show a high inclination to abandon the 

company (Ganesh, Arnold, & Reynolds, 2000). Companies have clear financial incentives to establish 

accurate CCP models as part of their CRM strategy. First, successful companies establish long-term 

relationships with their most profitable customers. Relative to newer clients, long-term customers are 

characterized by higher retention rates (Dawes Farquhar, 2004; Reinartz & Kumar, 2002), are less 

prone to competitive marketing actions (Colgate, Stewart, & Kinsella, 1996), have a tendency to buy 

more, and, last but not least, are less costly to serve because the company already knows their 

preferences (Ganesh et al., 2000). Second, theory on social ties and homophily (Lazarsfeld & Merton, 
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1954) suggests that customers who leave the company may pull other clients within their social 

network out of the company (Nitzan & Libai, 2011), whereas loyal customers may attract others to the 

company by positive word of mouth (Ganesh et al., 2000). Third, losing customers increases the 

necessity to attract new customers and decreases profits by missed sales and lost opportunities for 

cross- and up-sales. Thus, it is important to predict future churn behavior and proactively make an 

effort to retain profitable customers. 

A customer scoring model allows companies to estimate the future churn probability for each 

customer based on that customer’s available historical data (Risselada, Verhoef, & Bijmolt, 2010). 

Churn scores facilitate the determination of which customers should be targeted with retention 

campaigns. Thus, not surprisingly, previous research in CCP has focused mainly on improving the 

performances of predictive churn models. The first stream of research involved testing and 

benchmarking different algorithms against each other (Verbeke, Dejaeger, Martens, Hur, & Baesens, 

2012). Here, practitioners often face a trade-off between comprehensibility and predictive performance 

(De Caigny, Coussement, & De Bock, 2018), which explains why logistic regression, which provides 

comprehensible, accurate, and robust results, is one of the most popular algorithms in CCP 

(Coussement, Lessmann, & Verstraeten, 2017). Most studies consider models that solely use 

structured data. Researchers in a second stream have focused on data augmentation. These studies 

prove that integrating data that are not observable directly (Tang, Thomas, Fletcher, Pan, & Marshall, 

2014) or are highly unstructured, such as in social networks (Benoit & Van den Poel, 2012), improves 

churn predictions. Such improvements are achieved by first processing unstructured data and then 

adding the result to a churn model as structured variables. 

Many companies consider textual data to be a rich source of information (Raguseo, 2018). 

Since the use of text mining has proven valuable in CRM (Kumar & Ravi, 2016), the topic has been 

gaining importance in a wide range of research domains (Raguseo, 2018; Sheng et al., 2017). 

Nevertheless, the research regarding the use of textual data in CCP is limited and relatively old. 

Traditionally, textual data require rigorous data preprocessing and face challenges regarding 

dimensionality (Schneider & Gupta, 2016), which hampers their incorporation into predictive models. 
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However, practitioners who succeed in this difficult task can improve the predictive performance of 

their CCP model (Coussement & Van den Poel, 2008c). 

Recently, new textual data processing algorithms have been developed that have achieved 

impressive performance gains in text classification tasks such as sentiment analysis and topic 

modeling (Zhang, Zhao, & LeCun, 2015). These algorithms use artificial neural networks (ANNs) 

with multiple layers stacked on top of each other to create a “deeper” ANN. This approach is often 

referred to as deep learning. On a methodological level, deep learning is an extension of the ANN 

architectures that are well known in the forecasting literature (Crone, Hibon, & Nikolopoulos, 2011; 

Heravi, Osborn, & Birchenhall, 2004; West & Dellana, 2011). A popular deep learning architecture is 

the convolutional neural network (CNN). CNNs use the mathematical convolution operation in at least 

one of their layers. This technique was developed initially for image recognition systems, and was 

inspired by the natural visual perception mechanism of living creatures (Fukushima, 1980). The 

modern architecture of the CNN (LeCun et al., 1990) has improved greatly over the years, and has 

been adapted to natural language processing for text classification tasks with good results (Collobert et 

al., 2011). 

Besides the CNN, various other architectures can be used in text classification, of which an 

overview can be found in the literature (Zhang, Yang, Chen, & Li, 2018). In turn, these architectures 

can be combined to form deeper and more complex networks (Du, Gui, He, & Xu, 2018; Wang, Yu, 

Lai, & Zhang, 2016). No unequivocal answer to the question regarding the optimal architecture to use 

in text classification has ever been found, and it is possible that none ever will be found. As always, it 

depends on the data (Liu, Lang, Liu, & Yan, 2018; Wang, Xu et al., 2016). 

This paper analyzes real-life textual data in the form of electronic messages between clients 

and their advisor on the platform of a financial services provider by means of a CNN, and integrates 

the result into a CCP model. We focus on CNNs because they represent a state-of-the art deep learning 

framework that has achieved excellent performances in text classification (Gu et al., 2017). The 

contribution of this paper is twofold. First, the state-of-the-art CNN is benchmarked with current best 

practices for integrating text into a CCP model. This is the first study in which CNNs have been used 

to process textual data for a CCP model. Second, insights into the importance of textual data for the 
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model’s predictive performance are given and its impact on the profit of a retention campaign is 

discussed, offering valuable guidance for practitioners who opt to integrate textual data into their CCP 

model. 

The remainder of this paper is structured as follows. Section 2 presents related work. Section 3 

provides a framework that explains how textual data can be incorporated into a traditional CCP model 

and discusses the relevant methodology. Section 4 presents the experimental setup, and Section 5 

presents the results with respect to predictive performances. Additional analyses regarding the 

importance of the variable categories and the implications of including textual data in a CCP model for 

the profit of a retention campaign are included. Section 6 concludes with a discussion of limitations 

and interesting areas for further research. 

 

2. Related work 

This section provides an overview of related research. The first paragraph presents 

applications of text mining in CRM research. Next, we discuss text mining in CCP. The section 

concludes with an overview of CCP in the financial services industry. 

 Kumar and Ravi (2016) provided a comprehensive literature review of text mining in CRM. 

They consider the identification of suitable feature selection methods to be an open problem. Thus, the 

absence of deep learning models for text mining in CRM is striking. Today, a vector space-based 

approach is often used to incorporate textual data in a customer scoring model (Coussement & Van 

den Poel, 2008c; Ravi, Ravi & Prasad, 2017). Section 3, on the methodology, elaborates further on the 

relevant models. Popular sources of text data are customer reviews (Coussement, Benoit, & Antioco, 

2015) and tweets (He, Zha, & Li, 2013). The e-mail data of Coussement and Van den Poel (2008c) is 

the data source that has the most similarities with the data in this study (see Section 4).  

Kumar and Ravi (2016) also refer to CCP specifically as a domain in which “text mining is 

not yet fully explored” (p. 144). However, industries are evolving in this big data era, with CCP 

models using data from various different sources, many of which require text mining (Shirazi & 

Mohammadi, in press). The limited research to date on the use of text mining in a CCP setting 
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processes the text and extracts relevant features to be used in a predictive model (Coussement & Van 

den Poel, 2008c; Schatzmann, Heitz, & Münch, 2014).  

 On the other hand, CCP models that use structured data have been researched very thoroughly 

in a broad range of industries (De Caigny et al., 2018). We focus on CCP in the financial services 

industry, given the dataset at our disposal. This industry is very suitable for and popular in CCP 

because (i) customers generally have long-term relationships with their financial institutions and 

spread their entire portfolio over only one or two companies (Mutanen, Ahola, & Nousiainen, 2006); 

and (ii) companies in the financial services industry collect relevant data from their clients (Lau, 

Chow, & Liu, 2004).  

Table 1 provides an overview of the kinds of variables that have been included in previous 

CCP research in the financial services industry. Customer demographic and behavioral data have been 

included in most studies, but information about interactions between clients and the company has been 

exploited far less in previous research. The way in which a company communicates with its clients is 

important for customer relationship building (Gurau, 2008). Gür and Arıtürk  (2014) include eight 

variables that reflect the customer–company interaction but do not describe them in detail. Moreover, 

these variables are derived from structured information and do not contain detailed information about 

the contents of the communication. In the focal study, both structured information about customer–

company interactions, such as the type of message that is sent by the client, and unstructured textual 

information containing the specific content is incorporated into the CCP model. 
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Table 1: Overview of variables included in previous CCP research and this study. 
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Customer 

demographics 

 X X X X X X X X X X 

 Age X X X X X X X X X X 

 Gender X X X - X X X X X X 

 Social status related X - X - X X - - - X 

 Marital status related - - - X X - X - X X 

 Occupation related - - - X X - X - - X 

 Financial status 
related 

- - X X - - - - X X 

 Payment information - - - X - - - - X X 

Customer 

behavior 

 X X X X X X X X X X 

 Standard products X X - X X X X - - X 

 Savings and 
investments 

X X - - X X X - - X 

 Risk-related products - X - - - X - - - X 

 Credit products X X X X X X X - - X 

 Total product 
ownership 

X X - - - - - - - X 

 Card related  X X X - X - X - - X 

 Monetary value X X X - - - - - - X 

 Products related to 
banking 

- - - - - - X - - X 

 Transaction related - - X X X X X - - X 

 Length of relationship - - - - X X X - - X 

 Account balance 
related 

- - - - - - X - - X 

 Loan history related - - - X - - X - - X 

 Mortgage history 
related 

- - - - - - X - - X 

Client/company 

contact 

 - - - - - - - X - X 

 Email specific - - - - - - - - - X 

 Online connections - - - - - - - - - X 

 Traditional contact - - - - - - - - - X 
 

In this table, X indicates the presence of the variable category/type, while - indicates the absence of or insufficient information about the 

variable category/type. 

3. Methodology 

 This section provides an overview of the methodology. The first part presents a generic two-

stage framework and discusses how textual and structured data can be combined and integrated in a 

predictive model. The second part zooms in on a key aspect of this study and discusses ways in which 

textual data can be processed. A vector space approach and a state-of-the-art deep CNN model are 
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discussed. The third part elaborates on the main research questions (RQs) that help to validate the 

framework in Section 3.1. 

3.1. Framework for integrating textual data into a CCP model 

Figure 1: Framework for integrating unstructured data into a predictive model. 

 

 

 

 

 

 

 

 

This section presents a framework that can guide practitioners as to the way in which textual 

data can be incorporated into a predictive model. Figure 1 provides a high-level overview of the 

framework: the unstructured textual data and the structured data are handled separately in the first 

phase because there is a large difference in complexity between these two data types (Schneider & 

Gupta, 2016). The two-phase approach facilitates the integration of textual data into existing models 

that are built on structured data only (Coussement & Van den Poel, 2008c). 

In the first phase, the structured and textual data are prepared for analysis. On the one hand, 

structured data must be preprocessed before they can be used in a predictive model. During this step, 

we use various different techniques to handle data-related particularities that may potentially distort 

the analysis, such as missing values, outliers, and class imbalance problems (Coussement et al., 2017; 

Moeyersoms & Martens, 2015). On the other hand, textual data also need to be preprocessed, but the 

extent depends on the feature extraction method. This study explores two different options for 

handling textual data (see Section 3.2). 
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• CNN (see Section 3.2.2) 
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In the second phase, the preprocessed structured and textual information are combined for 

integration into a predictive model as variables. Numerous algorithms have already been benchmarked 

in CCP (Verbeke et al., 2012). Although the best algorithm depends on the data available for the 

specific case, there are some tendencies: in general, ensemble methods such as random forests 

(Breiman, 2001) tend to perform well in CCP (Kumar & Ravi, 2008); nevertheless, logistic regression 

remains the industry standard because of its excellent mix of comprehensibility, predictive 

performance, and robustness (Coussement et al., 2017; Neslin, Gupta, Kamakura, Lu, & Mason, 

2006). 

3.2. Processing textual data 

The unstructured textual data should be transformed into data that can be exploited by a conventional 

data mining algorithm. Two approaches to the extraction of information from textual data are 

discussed. In the vector space based approach, this process consists of two phases: text preprocessing 

and dimension reduction. In a CNN approach, the textual data are transformed by passing through 

different layers. 

3.2.1. Vector space based approach 

This section provides a brief overview of the vector space text mining approach that is used as 

a benchmark for the CNN. The vector space approach is chosen because of its popularity in research 

and its good performance (Coussement et al. 2015; Coussement & Van den Poel, 2008b). It involves 

the original text documents being converted into a vector in a feature space based on the weighted 

term frequencies (Salton, 1989). As is presented in Figure 2 and discussed below, this process consists 

of two phases. More detailed overviews can be found in the literature (Coussement, De Bock, & 

Neslin, 2013, Chapter 2). 
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Figure 2: Vector space based approach for handling textual data. 

 

 

 

 

 

 

 

 

 

 

First, the raw text documents need to be preprocessed, since textual information cannot be 
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greatly (Bell & Jones, 1979). The number of terms in the corpus is then reduced further by filtering 
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Second, the term-by-client matrix is reduced by means of a dimension reduction technique. 

This is necessary because the term-by-client matrix is a large, sparse matrix that is not fit to be used in 

a predictive model directly, because it will have many noisy variables (Martens, Provost, Clark, & 

Junqué De Fortuny, 2016). This process is often referred to as latent semantic indexing, where the 

dimensionality of the matrix is reduced by grouping together related terms (Deerwester, Dumais, 

Furnas, Landauer, & Harshman, 1990). There are many dimension-reduction techniques, such as 

principal component analysis and singular value decomposition, that are suitable for forming semantic 

generalizations from the messages (Deerwester et al., 1990); however, these techniques are 

unsupervised, meaning that the optimal number of dimensions is not known a priori. Therefore, the 

optimal number of dimensions for summarizing the content of the messages of the original term-by-

client matrix must be approximated. Often, methods for doing so are quite arbitrary, such as the 

percent variance method, where the number of dimensions is based on an arbitrary percentage of the 

variance that must be explained, or the scree plot method, where the eigenvalues are plotted in 

descending order and one must find the “elbow” in the graph in order to determine the number of 

dimensions (Jolliffe, 2002). Non-arbitrary methods for deciding on the optimal number of dimensions 

are based on the application of cross-validation (CV hereafter; Coussement & Van den Poel, 2008c) or 

profile log-likelihood (Zhu & Ghodsi, 2006) to the data. 

3.2.2. CNN approach for text 

This section explains the application of CNNs in text mining. There are three important steps, as is 

summarized in Figure 3 and discussed in detail below. 

Figure 3: Typical flow for text classification using a CNN. 

 

 First, textual information must be transformed into some kind of numerical input. The first 

step in this process is very basic preprocessing, such as case conversion (Collobert et al., 2011). 

Text documents 
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Afterwards, the documents are prepared so that each term is one-hot encoded. Unlike in the vector 

space based approach (see Section 3.2.1), more advanced preprocessing is often avoided because a 

second step involves embedding the terms as vectors in a low-dimensional continuous space. The 

dimensions in this space represent shared latent concepts. Embedding these terms in a lower-

dimensional space offers two advantages for deep ANNs. First, ANNs often have computational 

difficulties with very high-dimension, sparse vectors, which are resolved by using term embeddings 

(Mikolov, Chen, Corrado, & Dean, 2013). Second, this process improves the model’s generalization 

power, since similar words will have similar embedded vector representations (Collobert & Weston, 

2008).  

From a practical point of view, the textual data need to be transformed into a numerical n-

dimensional vector that represents the textual information in an n-dimensional space. These 

continuous n-dimensional vector representations of words can be initialized either randomly or using 

pre-trained vectors. The pre-trained vectors are typically derived from very large datasets, with the 

objective of representing similar words more closely together (Mikolov et al., 2013). These word 

embeddings can be either updated during training, just like other model parameters, or kept static. 

Thus, the first layer is often referred to as an embedding layer, where the word embeddings are learned 

or fine-tuned jointly with the deep ANN model on a specific language processing task. A document is 

then simply a collection of all of the embedded vectors of the words that occur in a document. We 

make all documents the same length by either padding shorter documents with a special zero vector to 

make up for the missing words (Zhang & Wallace, 2015) or truncating longer documents to the 

desired length. 

Second, we calculate new features from the embedded term vectors in the convolutional layer 

of the CNN. This paper uses complex layer terminology, where a convolutional layer is defined as a 

series of stages (Goodfellow, Bengio, & Courville, 2016, p. 336). In popular architectures, the first 

few stages consist of the convolutional stage described below, followed by a detector stage and a 

pooling stage. The main purpose of these stages is to extract more complex features. 
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CNNs are a special kind of ANN that uses the mathematical operation called convolution in at 

least one of its layers. A convolution of two functions g and f over an infinite range is defined as 

 (� ∗ �)(�) =  	 �(
)�(� − 
)�


�
 , (1) 

where t ∈ ℝ controls which part of the input function to emphasize with the weighting function and 
 

is a dummy variable that fixes t over all values of the integral. 

The use of a convolutional stage improves the computational efficiency of the network in two 

ways. First, the units in a convolutional stage are organized in feature maps and connected to local 

patches in the feature maps of the previous layer through a set of weights (LeCun, Bengio, & Hinton, 

2015). This implies that the neurons are connected only to a subset of the feature space of the previous 

layer, which is called local connectivity. Second, all units in the feature map share the same weights or 

filter banks, which is referred to as parameter sharing. The convolution is a linear operation, so 

nonlinearity is added to the model in the detector stage by passing the results of the local weighted 

sums through an activation function. This activation function passes the information about whether or 

not the output of the neuron is activated to outside connections. Next, the pooling stage improves the 

computational efficiency of the network further by reducing the spatial size of the representation and 

creating invariance toward small shifts and distortions to the input (LeCun et al., 2015). An arbitrary 

number of stages of convolution, nonlinearity, and pooling can be stacked together, creating more 

complex models. 

Third, the actual classification requires the features created in the convolutional layer to be 

combined into a classifier. Typically, one or more fully connected (or dense) layers are used for this 

task (Kvamme, Sellereite, Aas, & Sjursen, 2018). A one-dimensional input is required for these dense 

layers, so we concatenate the columns in the last layer into a single vector x. The transformation z is 

given by � =  ���, which is the inner product with a weight matrix W and some nonlinear activation 

function. The dimension of the output is therefore determined by the number of columns in W. In 

binary classification such as CCP, the final layer will have only two outputs. A common way of 

ensuring that the predictions are between zero and one is to use the softmax function as an activation 

function in the final layer; this is defined as 
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 ������� (�)� =  ���

∑ ���
�

 , (2) 

where c and j refer to classes. For binary classification, this function is equivalent to the logit function. 

The training of the CNN requires the use of a loss function, which is a function that indirectly 

optimizes the true goal (Goodfellow et al., 2016). Binary classifications such as CCP often use binary 

cross-entropy (Kvamme et al., 2018), which is defined as 

 ��  =  − ∑ {"# log '# + (1 −  "#) log  (1 −  '#)} # , (3) 

where yi denotes the true class label and pi the prediction for customer i. Since the predictions for the 

customers move closer to their real values, the loss decreases, and, as a consequence, the objective 

improves by decreasing the loss. In the course of the actual model training, an iterative process starts 

in which parameters are set, the loss is calculated, and gradients are computed with respect to the 

parameters in the network. A method that typically uses gradient descent optimizes these parameters 

(Goodfellow et al., 2016, Chapter 8). Backpropagation enables the gradients to be calculated by 

applying the chain rule (LeCun, Bottou, Orr, & Muller, 1998). 

 Deep ANNs are prone to overfitting because of the large number of parameters (Gu et al., 

2017). Two simple but powerful regularization techniques that reduce the risk of overfitting are used 

commonly. First, a validation set can be used to monitor the training process. As soon as the network 

starts to overfit on this set, the gradient descent iterations should be stopped. Consequently, this 

technique is called early stopping. Second, dropout is another way of reducing overfitting (Srivastava, 

Hinton, Krizhevsky, Sutskever, & Salakhutdinov, 2014). This technique sets activations randomly to 

zero with a given probability during the training period, which prevents the units in the network from 

co-adapting too much. At test time, the activations are scaled according to the dropping rate by the 

dropout layer. A complete and more detailed overview of regularization techniques can be found in the 

literature (Goodfellow et al., 2016; Gu et al., 2017). 

3.3. Research questions 

In the era of big data, textual data provide opportunities for companies to improve existing 

processes (Sheng et al., 2017). The focal study takes place in the financial services industry, where 
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growing numbers of customers are engaging with their banks online. In the European Union, the 

average number of individuals who use the Internet for their banking activities has risen every year, to 

51% by 2017 (Eurostat, 2018). In the Scandinavian countries, adoption is around 90%, and other 

countries are expected to reach similar levels in the near future. Moreover, the younger generation is 

more likely to adopt Internet and mobile banking services (Laukkanen, 2016). This suggests that 

online communications between clients and their banks will become an increasingly important source 

of data. Thus, it is important to obtain insights into whether this textual data can be used in predictive 

models. Since the focus of this study is on CCP, the first RQ is as follows. 

RQ1: Does the addition of textual data, in the form of written electronic communications 

between a client and their advisor, improve the predictive performance of a CCP model? 

It is crucial that the most efficient option for analyzing textual data and integrating it into a 

CCP be used, because even small increases in the retention rates of customers have large profit 

implications (Van den Poel & Larivière, 2004). Deep learning techniques have shown promising 

results for text mining, but they have never been applied to textual data in CCP. Therefore, it is of 

interest to benchmark the performances of these innovative techniques against current best practices in 

CCP in order to provide guidance regarding the direction of focus for further research. The next RQ is 

therefore as follows. 

RQ2: What is the best feature extraction approach for integrating unstructured textual 

information into a CCP model? 

Recently, new algorithms have been proposed that have demonstrated the potential for 

segmented modeling in CCP (De Caigny et al., 2018). Since customers with textual information could 

exhibit different churn patterns from those of customers without textual information (Coussement & 

Van den Poel, 2008c), the presence or absence of textual information for a customer may be an 

important segmenting variable. This leads to our next RQ, as follows. 

RQ3: Is there a difference in churn patterns between customers with textual information and 

customers without textual information? 
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If only unstructured data are available, CCP can also be constructed using solely non-

structured data. For example, often only textual data are available from users in online innovation 

communities (Coussement, Debaere, & De Ruyck, 2017). This bring us to the last RQ. 

RQ4: Does a model built solely on textual data extract enough information to achieve a 

competitive predictive performance? 

4. Experimental setup 

This section presents the study’s experimental setup. The first part presents the data. The 

second part describes the data pre-processing steps for both the structured and textual data. The third 

part delves deeper into the modeling, and the fourth part discusses the evaluation metrics. 

4.1. Data 

Figure 4: Study timeline. 

 

The data for this study were provided by a large financial services provider in Europe. Figure 

4 shows the timeline for constructing the independent and dependent variables in this study. We 

emphasize the roles of these periods in variable development by referring to them as the independent 

and dependent periods, respectively, in what follows. One year of information about a customer is 

used to predict the customer’s churning behavior in the next six months. Thus, only information that 

was available in the independent period is used to predict the customer’s churning behavior in the 

dependent period. This churning behavior refers to complete churn, meaning that the customer closes 

all products with the bank (Van den Poel & Larivière, 2004). 

Most previous CCP studies in the financial services industry have included only structured 

information that is available readily in relational databases, whereas this study also uses textual data. 

March 1, 2016 September 1, 2017 March 1, 2017 

Independent period Dependent period 
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The full dataset covers 607,125 customers, 2.00% of whom closed all of their accounts in the 

dependent period. A total of 66,642 customers sent a message to their advisor during the period 

considered, 1.77% of whom constituted the churn in the dependent period. 

The first type of information is the structured variables that are calculated by the company. 

Some of the variables that we obtained were not documented clearly, and we therefore left them out. 

We selected a total of 37 structured variables, based on an extensive literature review of CCP in the 

financial services industry. The variable categories and types selected are presented in Table 1. Most 

of these structured variables are a snapshot of the client at the end of the independent period, but some 

variables, such as the number of products bought during the last 12 months, summarize behavior over 

the last year. 

The second type of information consists of all messages sent by clients to their advisor via the 

bank’s protected platform during the last 10 months of the independent period. All such 

communication was in French. Because this information is highly unstructured, the messages were 

processed for representation in a CCP model. 

We implement a variant of 5 × 2-fold CV (Dietterich, 1998), in which the data are split into 

training, selection, and validation sets, each of which contains one-third of the data, resulting in a 5 × 

3-fold CV experimental design (De Caigny et al., 2018). All of the empirical results are based on the 

values of the performance measures from the holdout validation sets. 

4.2. Data preprocessing 

4.2.1. Structured data 

First, values are imputed for attributes that are missing more than 5% of their values (Verbeke 

et al., 2012). Missing values are imputed with zero, the median, or the mode, depending on the 

variable (Coussement, Lessmann et al., 2017), and new dummy variables are created in order to flag 

variables for which missing values are imputed. Because clients with one missing value often have 

missing values for many other attributes too, and to limit the impact of imputation procedures, we 
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delete from the data clients that have missing values for attributes for which less than 5% of the values 

are missing (Verbeke et al., 2012). 

Second, categorical variables are transformed into binary dummy variables that encode the 

presence or absence of a particular category. Thus, v – 1 dummy variables are created to represent the 

v unique values of each categorical variable (Pyle, 1999). However, there are only a few categorical 

variables in this study, so the effect of this variable transformation on the dimensionality of the feature 

space is limited. 

Third, outliers are defined rather conservatively as unusual values that are more than three 

standard deviations away from the variable’s mean (Freeman, Anderson, Sweeney, Williams, & 

Shoesmith, 2010). Such outliers are treated using winsorization, which transforms extreme values into 

less extreme values within an acceptable range (Ghosh & Vogt, 2012). 

The fourth and last preprocessing step of the structured data involves a sampling technique. 

Typically, the dependent variable in the dataset for CCP is heavily unbalanced, meaning that the 

number of churning clients is much lower than the number of non-churning clients. As was discussed 

in Section 4.1, the dataset in this study shows an imbalance in the dependent customer churn variable. 

We remedy this problem by applying undersampling to the training data, such that the number of non-

churning customers is reduced to the number of customers who churn by means of random sampling. 

Undersampling, as suggested by Weiss (2004), is applied widely in CCP (Burez & Van den Poel, 

2009; De Bock & Van den Poel, 2012; Ling & Li, 1998). 

4.2.2. Textual data 

The vector space based approach requires us to process 189,665 text messages according to 

the literature (Coussement et al., 2015; Coussement & Van den Poel, 2008b,c) and as discussed in 

Section 2.2.1. The entire corpus consists of 79,914 unique terms, which are reduced to 60,737 terms 

after stemming. The part-of-speech tagger was trained on a French treebank corpus (Manning et al., 

2014). The filtering process then reduces the number of unique terms to a workable size of under 

1,000. Documents are aggregated by client in a term-by-client matrix, which in turn is reduced further 
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using latent semantic indexing. Semantic generalizations from the messages are formed by means of 

singular value decomposition (Deerwester et al., 1990). The optimal number of dimensions is chosen 

based on the profile log-likelihood (Zhu & Ghodsi, 2006), resulting in eight new text-based features z. 

As was discussed in Section 2.2.2, the CNN approach does not require much pre-processing: 

often only word tokenization and case conversion. In this experiment, though, we also implement the 

same term filtering as in the vector space-based approach, to ensure that the same information is 

present in both approaches and no differences in performance can be explained by the filtering of 

terms in the vector space approach. The documents are padded with zeros to a length of 850, which is 

the size of the largest document with the exception of four outliers—at 1,042, 1,080, 1,425, and 

2,410—which are truncated to 850. Our initial word embeddings are calculated by applying the 

continuous bag-of-words model (Mikolov et al., 2013) to the entire French Wikipedia corpus in a 200-

dimensional vector space (Fauconnier, 2015). These word embeddings are then refined when the 

model is trained on the specific corpus. Unbalanced data can have a negative effect on the 

performance of CNNs (Buda, Maki, & Mazurowski, 2017), and as a consequence, we apply the same 

strategy for addressing unbalanced data as is used for the structured data, namely random 

undersampling (Buda et al., 2017). The observations in the training set for the CNN and for the final 

model are the same, and therefore, the clients in the validation set are never used to train either the 

CNN or the final model. 

4.3. Model 

 This section provides an overview of the models used in this experiment. Table 2 summarizes 

the different types of models and their configurations. 
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Table 2: Model variations. 

 

Model name Data  Type of information  Feature extraction 

approach of 

unstructured data 

Modeling 

technique 

 Full dataset Only customers 
involved in 

email 
communications 

Structured Text Vector 
space 

Deep 
learning 

 

Mod_FD X  X  n.a. n.a. Logit 
Mod_S  X X  n.a. n.a. Logit 
Mod_SU_VS  X X X X  Logit 
Mod_SU_DL_P  X X X  Xa Logit 
Mod_SU_DL_L  X X X  Xb Logit 
Mod_U_VS  X  X X  Logit 
Mod_U_DL_P  X  X  X n.a. 
 

a Deep learning method using probabilities. 
b Deep learning method using the output of the last hidden layer. 
 

4.3.1. CNN for textual data 

We handle the textual data by constructing a non-static CNN according to the literature (Kim, 

2014). The embedding layer is followed by one-dimensional convolutional layers and max pooling 

layers for every filter size (Kim, 2014). The outputs of these layers are flattened and concatenated so 

that they can be used as inputs for a fully connected layer (Kim, 2014). This last layer uses a softmax 

activation function for binary classification that generates a churn probability for every client. In the 

Mod_SU_DL_P model, these probabilities serve as a new variable for the CCP model, indicating the 

probability of a customer churning based on the customer’s written communications with his/her 

advisor. These probabilities result from the output of the fully connected layer. The Mod_SU_DL_L 

model uses directly in the CCP model the features created by the convolutional layers that are found in 

the outputs of the artificial neurons in the last hidden layer. These features would normally serve as an 

input to the fully connected layer and summarize the textual information with respect to churning. 

Thus, the difference between Mod_SU_DL_P and Mod_SU_DL_L is the absence of the fully 

connected layer in the latter. 

The parameter settings of the CNN can be found in Table 3. The parameters are based on 

previous studies in the literature that have used similar textual data for classification problems (Kim, 

2014). 
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Table 3: Model parameters. 
 

Parameter Value Reference 

Word embeddings 200D, French Wikipedia Fauconnier, 2015 
Optimizer Adam Kingma & Ba, 2015; Kvamme 

et al., 2018 
Filter windows 3, 4, 5 Kim, 2014 
Number of filters 10 Kim, 2014 
Dropout rate 0.5 Kim, 2014 
Batch size 50 Kim, 2014 
Hidden dimensions 100 Kim, 2014 
L2 constraint 3 Kim, 2014 
 

 

4.3.2. CCP model 

The CCP model is built using logistic regression. This technique has proven to be very 

valuable in the CCP domain for two reasons: (1) the posterior probabilities are estimated directly in a 

logistic regression, which offers a comprehensible output, and (2) the results of logit models are robust 

and have good predictive performances in most benchmarking experiments in CCP, where they are 

often competitive with more complex techniques (Coussement et al., 2017; Neslin et al., 2006; 

Verbeke et al., 2012). Thus, logistic regression is considered the industry standard in CCP. 

The variables are selected using forward selection (Coussement & Van den Poel, 2008a). The 

first variable to enter the model is that with the highest χ² statistic, and the remaining variables at each 

step are considered to be included in the final model until a certain stopping rule is satisfied. Table 4 

provides an overview of the average number of variables that are included in the models. The average 

is calculated across the iterations of the 5 × 3 CV approach, where variable selection is performed on 

the training and selection partitions. 

 

Table 4: Average number of variables included in the final model. 
 

 Mod_FD Mod_S Mod_SU_VS Mod_SU_DL_P Mod_SU_DL_L 

Avg. # variables a 17.0 16.8 19.0 17.5 22.6 

Avg. # textual variables / / 2.6 1.0 6.9 
 

a Textual variables included. 
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4.4. Evaluation 

The predictive performances of the different models are assessed by the area under the 

receiver operating characteristics curve (AUC) and the top decile lift (TDL). These metrics are applied 

frequently to the evaluation of CCP models  (Coussement et al., 2017; Lemmens & Croux, 2006; 

Verbeke et al., 2012). 

The AUC is an independent cut-off measure that assesses the discriminatory power of the 

predicted churn probabilities. For all possible probability thresholds, it considers the sensitivity (the 

number of correctly predicted churners versus the total number of churners) and one minus the 

specificity (the number of correctly predicted non-churners versus the total number of non-churners) 

of the confusion matrix in a two-dimensional graph. The plot of these two outcomes forms the receiver 

operating characteristics curve. The area under this curve (AUC) can be used to evaluate the predictive 

performance of a binary classification system such as CCP with a simple one-figure score that lies 

between 0.5 and one (Hanley & McNeil, 1982). In customer churn, the AUC is defined as follows: 

 +,- =  	  ./ 0�010�"(2)(1 −  '.30�030�"(2))�2

�
 , (4) 

where T ∈ [0,1] is used as a threshold parameter (Hanley & McNeil, 1982). 

The TDL, the second metric that we use for evaluating predictive performances, compares the 

proportion of churners in the entire dataset with the proportion of churners in the top decile, which 

contains the customers that have the highest churn probabilities according to the classification model. 

The lift for a specific cut-off t ∈ [0,1] is defined as 

 40�� =  5�65#7#8#79
:;<=6>?7�

 (t) , (5) 

where the ChurnRate is the churn incidence percentage and the sensitivity is as defined above. 

 A TDL score of one indicates that the density of churners in the top decile is the same as that 

in the entire dataset, and therefore the model does not discriminate between churners and non-churners 

any better than taking a random sample of customers. Scores higher than one indicate a higher density 

of churners in the top decile, and vice versa. Often it is too expensive to send an incentive to all 

customers, so companies focus only on some of their clients. Thus, the TDL is a valuable performance 

metric from a managerial perspective because it focuses on those customers who are most at risk of 
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leaving the company and therefore are interesting customers to consider for a retention campaign 

(Neslin et al., 2006). 

An F-statistic can be computed for comparing the results of a 5 × 3 cross validation, using the 

following formula:  

 
� =  

∑ ∑ (@A
(�))²C

�DE
F
ADE

G ∑ 5A
HF

ADE
. 

(6) 

This test statistic is approximately F-distributed with 15 and five degrees of freedom, where '#
(I) is the 

difference between the performance measure values of two classifiers and  #
J is the estimated variance 

(Alpaydin, 1999). Alternative frameworks for statistical comparisons of prediction models have been 

proposed in the literature (Demsar, 2006; García, Fernández, Luengo, & Herrera, 2010). However, 

these focus on comparisons of classifiers across multiple data sets, and thus do not fit the requirements 

of the focal study. Thus, subsequent statistical hypothesis tests use the F-statistic. 

5. Results and discussion 

This section discusses the results and main findings. First, the predictive performances of the 

different models are presented and discussed. These results answer the four RQs. Second, the 

importance of the different variable categories in the different models is analyzed. Last, the 

implications of including text data in a CCP model for the profitability of a retention campaign are 

derived and discussed. 

5.1. Predictive performance 

 Table 5 presents the results in terms of the AUC and TDL for different types of models. More 

detailed statistical tests and information for each RQ are presented in Tables 6 to 9. The models with 

the highest AUC and TDL values are always indicated in bold. 
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Table 5: Results in terms of the AUC and TDL for different model variations. 
 

 AUC TDL 

Mod_FD 86.938% (0.008) 5.867 (0.225) 
Mod_S 87.810% (0.008) 6.188 (0.251) 
Mod_SU_VS 87.885% (0.007) 6.211 (0.224) 
Mod_SU_DL_P 89.666% (0.010) 6.789 (0.282) 
Mod_SU_DL_L 89.875% (0.010) 6.868 (0.335) 

Mod_U_VS 54.102% (0.018) 1.269 (0.206) 
Mod_U_DL_P 73.056% (0.036) 3.642 (0.624) 
 

 

The first RQ concerns the differences in predictive performances between models with and 

without textual information. The results of a pairwise comparison of the models considered are 

presented in Table 6, and show that the integration of textual information into a CCP model can 

improve the predictive performance significantly as measured by both the AUC and TDL, but does not 

necessarily do so. Adding the unstructured information as processed by the vector space-based 

approach does not improve the performance of the CCP model significantly in terms of either the TDL 

or the AUC (both p-values > 0.05). However, the addition of the unstructured data processed by a deep 

CNN model does improve the predictive performance of the CCP model significantly. Therefore, as is 

discussed in the next point, the approach that is chosen for handling the unstructured data does have an 

effect on the predictive performance, and multiple options should be investigated when integrating 

textual data into a CCP model. 

Table 6: Pairwise comparison between the Mod_S and Mod_SU_X models. 
 

 AUC TDL 

 F-value  Adj. p F-value  Adj. p 

Mod_S vs. Mod_SU_VS  1.149  0.477   . 0.927  0.589 . 

Mod_S vs. Mod_SU_DL_P 17.741  0.006*** 6.940  0.057* 

Mod_S vs. Mod_SU_DL_L 18.904  0.006*** 7.295  0.057* 
 

Notes: The resulting p-values of the F-test are applied for a pairwise comparison of the performances of all 
possible combinations (Alpaydin, 1999). The adjusted p-values are calculated using Holm's (1979) post hoc 
procedure. Significant differences at the 90%, 95%, and 99% levels are indicated by *, **, and ***, respectively. 

Second, we examine the best way of integrating textual information into the CCP model. 

Table 7 provides an overview of the pairwise comparison between the best-performing model and two 

other models that we considered. The deep learning approach for processing the unstructured data 

outperforms the vector space-based approach. Using a supervised deep CNN that is optimized for the 



25 

 

specific task instead of adding a number of additional features that summarize the text clearly 

improves the predictive performance. There are no significant differences in predictive performance 

between Mod_SU_DL_L and Mod_SU_DL_P. In practice, though, the latter is easier for practitioners 

to interpret, since it summarizes a customer’s entire textual data into a single feature that represents the 

customer’s churn probability. 

Table 7: Pairwise comparison between the Mod_SU_X models. 
 

 AUC TDL 

 F-value  Adj. p F-value  Adj. p 

Mod_SU_DL_L vs. Mod_SU_VS 13.388 .      0.010*** 6.702  0.046** 

Mod_SU_DL_L vs. Mod_SU_DL_P 2.055  0.219 1.949   0.238  . 
 

Notes: The resulting p-values of the F-test are applied for a pairwise comparison of the performances of all 
possible combinations (Alpaydin, 1999). The adjusted p-values are calculated using Holm's (1979) post hoc 
procedure. Significant differences at the 90%, 95% and 99% levels are indicated by *, **, and ***, respectively. 

Third, whereas textual data are not always available directly or easy for practitioners to access, 

information about whether or not a client has sent an email often is. Therefore, the third RQ 

investigates whether clients with and without email communications have different churn patterns. In 

line with previous research (Coussement & Van den Poel, 2008c) and based on the results presented in 

Table 8, a separate CCP model for clients that engage in email communication with the company 

would be beneficial, confirming that these groups of clients exhibit different churn patterns. 

Table 8: Pairwise comparison between Mod_FD and Mod_S. 
 

 AUC TDL 

 F-value p F-value p 

Mod_FD vs. Mod_S 4.466 0.054* 6.923 0.021** 
 

Notes: The resulting p-values of the F-test (Alpaydin, 1999). Significant differences at the 90%, 95%, and 99% 
levels are indicated by *, **, and ***, respectively. 

 

Fourth, we answer the last RQ by comparing models that are built solely on unstructured data 

with the model that is built on structured data. The results of this analysis are presented in Table 9. 

Clearly, models that use only textual data are not competitive with models that use structured 

information. In the case where only unstructured textual data are available, the deep CNN outperforms 

the vector space based approach. In analogy with previous research (Collobert et al., 2011; Kim, 2014; 
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LeCun et al., 2015), these results further support the potential of deep learning in text classification 

tasks. 

 

Table 9: Pairwise comparison between the Mod_S and Mod_U_X models. 
 

 AUC TDL 

 F-value  Adj. p F-value  Adj. p 

Mod_S vs. Mod_U_VS 320.648  0.000*** 133.999  0.000*** 

Mod_S vs. Mod_U_DL_P   19.172  0.002*** 14.354  0.004*** 

Mod_U_VS vs. Mod_U_DL_P 30.203    0.001*** a 17.937    0.002*** a 
 

Notes: The resulting p-values of the F-test are applied for a pairwise comparison of the performances of all 
possible combinations (Alpaydin, 1999). The adjusted p-values are calculated using Holm's (1979) post hoc 
procedure. Significant differences at the 90%, 95%, and 99% levels are indicated by *, **, and ***, respectively. 

a The resulting p-values are presented because they did not require correction for family-wise error. 

 

5.2. Variable category importance 

We perform a meta-analysis in order to assess the relative importance of each different 

variable category based on the absolute values of the Wald statistic for the individual predictors. The 

Wald statistic is linked directly with the normalized β coefficients of the variables in the logistic 

regression model. The results of this analysis are shown in Figure 5 for the different models. Given the 

existence of multiple logistic regressions models because of the 5 × 3 CV experimental design, we 

opted to present the average importance of each aggregated variable category instead of a traditional 

logistic table, which would represent only a single model. It becomes clear from this analysis that 

customer behavior variables are the most important in predicting customer churn, which confirms 

previous research (Van den Poel & Larivière, 2004; Verbeke, Martens, Mues, & Baesens, 2011). 

Customer demographic variables contribute around 10% of the variable importance, while variables 

that describe the direct contact between the client and the company account for only around 2%. Not 

surprisingly, the communications between a client and his/her advisor are a good source for the 

prediction of churning behavior, with a relative importance of between 5% and 25%. The deep 

learning model clearly extracts more valuable features from the textual data, thereby boosting the 

importance of this category. 
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Figure 5: Relative importance of variable categories, by model. 

 

5.3. Profit implications 

The profit from a customer retention campaign can be expressed by the following formula 

(Neslin et al., 2006): 

 KL��0� = MNOPQ-�R + �(1 − Q)STUV − � − �W − +, (7) 

where N is the number of clients in the company, N the fraction of the customer base targeted by the 

campaign, CLV the average customer lifetime value (which is lost if a customer churns), d the cost of 

the incentive, f the cost of contacting the customer, and A fixed administrative costs. The lift 

coefficient, λ, is the percentage of customers who churn within the targeted fraction of N customers, 

divided by the overall churn rate, TU. The fraction of would-be churners who accept the offer, or, 

alternatively, the probability of a targeted churner accepting the offer and thus not churning, is 

indicated by γ. The dynamics of this function are illustrated nicely by Verbraken, Verbeke, and 

Baesens (2013). Considering that valuable textual data are available for a fraction of m customers and 

assuming that the same fraction of N customers is targeted for customers with and without textual 

information, the formula can be rewritten as 

 KL��0� = M�NOPQ-�R + �(1 − Q)STUV7 − � − �W +

                   M(1 − �)NOPQ-�R + �(1 − Q)STUV − � − �W − +, 

(8) 
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where λt is the improved lift coefficient for the model when textual information is included. The 

additional net profit due to the improvement in predictive performance as a result of the inclusion of 

the textual data can then be expressed as 

 KL��0�7�X7 = M�NOPQ-�R + �(1 − Q)STUV7W . (9) 

The values for these parameters are given by the company, and CLV, d and f are assumed to be the 

same for both groups. Considering that customers with textual information communicate electronically 

with the company, the cost of contacting customers, f, could be even lower, and thus, profittext even 

higher. 

Using Eq. (9), a company can perform a sensitivity analysis which is similar to that of 

Verbraken et al. (2013). Table 10 provides an overview of the parameters required for calculating 

additional profits based on Eq. (9). Note that variables that are not necessary for calculating the 

additional profit of a retention campaign, such as the contact cost, are not included in this table. The 

parameter values were provided by the company for the specific case of this study. Some of the 

parameters are straightforward to determine, such as the total number of clients. In addition, most 

banks traditionally invest in customer retention campaigns, which provide them with accurate 

parameter forecasts and allow them to calculate profits correctly.  

Methods for CLV prediction have also been studied extensively in the literature (Audzeyeva et 

al., 2012; Haenlein, Kaplan, & Beeser, 2007), providing banks with the tools necessary to estimate 

accurately the additional profit of including text in a CCP campaign. Using the values presented for 

the parameters, we estimate the additional profit from a retention campaign that includes textual 

information to be €192.914. Given the average CLV value, this is equivalent to retaining about 1% 

more of the churners. An additional sensitivity analysis is performed for changes in the two parameters 

that are directly influenced by the textual data, m and (λt – λ). Figure 6 illustrates the impacts of 

different values on profit. The values that are set are noted explicitly. The impacts of the top decile 

improvements of the different models in the experiment are illustrated clearly in the second graph of 

Figure 6. 
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Table 10: Parameters for the profit function and values provided by the company. 

 

Variable and description Value 

N Total number of clients 607.125 

m Percentage of clients that have textual data 11 

N Percentage of clients that are targeted 10 

γ The fraction of would-be churners that accept the offer 10 

CLV The average customer lifetime value 1500 

π0 The overall churn incidence 1.77 

(λt – λ) The improvement in lift performance from the addition of 

textual information 

0.68 

d The cost of the incentive 100 
 

 

Figure 6: Sensitivity of the parameters m and (λt – λ). 

 

6. Conclusions and future research 

The framework presented in this study provides guidance as to the way in which textual data 

can be incorporated in a CCP model. The empirical results demonstrate that textual information is an 

important source of data for CCP models, with the feature extraction approach of the textual data 

having a significant impact on the overall predictive performance. We also demonstrate that the CNN 

extracts the most valuable features from the unstructured textual data. 
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This study has several implications for both theory and practice. The first implication pertains 

to the CNN’s good predictive performance in analyzing textual data. Future studies that incorporate 

unstructured data into CCP should consider CNNs a challenging benchmark. Second, this study 

provides evidence of the performance improvement that can be achieved by augmenting the data for a 

CCP model with textual features and linking it back to the profits of a retention campaign. This case 

offers companies all of the building blocks necessary to make a well-informed investment decision. 

This study also has a number of limitations that should be addressed in future research. First, 

rich datasets that include both structured and unstructured data are rarely available publicly. In this 

study, a company provided us with a real-life dataset, as is common practice in CCP modeling. 

Nonetheless, as in any empirical study, the results of this study hold for our data but cannot 

necessarily be generalized to other settings. Despite the use of formal statistical tools for testing for 

significance, perfect external validity can never be ensured. Thus, it would be valuable to replicate the 

study and test the framework using other data, for example in other industries, in order to confirm the 

above-mentioned conclusions.  

It is noteworthy that the framework that we provide can be extended easily to work with other 

sources of unstructured data. There are several interesting sources of unstructured data in the financial 

services industry, such as bank transaction data (Martens et al., 2016), where deep learning techniques 

have considerable potential. The CNN that is used to analyze the textual information in this study can 

also be applied to time series data, for which recent studies have showed promising results in other 

applications, such as mortgage defaults (Kvamme et al., 2018). On the other hand, the value of textual 

information in CCP that this study demonstrates suggests that many other applications could benefit 

from it as well. 

Second, this study has clearly demonstrated the link between profitability and predictive 

performance in a CCP model. The methods used in this study are based on the literature and are not 

too complex to ensure that the framework is applicable widely. Besides CNN, there are also many 

other types of deep ANNs, such as recurrent neural networks and attention-based models. Given their 

high computational requirements, it is not practical to benchmark the entire spectrum of deep learning 
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architectures in this study; however, the exploration of other architectures offers many opportunities 

for future research. 

Third, the CNN in this study clearly extracts valuable features from the textual data, which 

boosts the predictive performance of the CCP model. However, this does not indicate what type of 

information the textual data actually provide. This information could be valuable for detecting specific 

churn drivers, which could help managers to set up better-targeted retention campaigns and reduce 

churn rates in the long run. Therefore, further research on the interpretability of deep ANNs will be 

useful. 
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