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A new monthly chronology of the US industrial
cyclesin the prewar economy

Amélie CHARLES' Olivier DARNE
Claude DIEBOLT and Laurent FERRAR®A

Abstract

This article extends earlier efforts at redating thS industrial cycles for
the prewar period (1890-1938) using the methodekgroposed by Bry and
Boschan (1971) and Hamilton (1989) and based onntbathly industrial
production index constructed by Miron and Romer9@9%and modified by
Romer (1994). The alternativehronology detects 90% of the peaks and
troughs identified by the NBER arlomer (1994), but the new dates are
consistently dated earlier for more tHas0P6 of them, especially as regards the
NBER troughs. The new dates affect tteanparison of the average duration
of recessions and expansions in both V&Vl and interwar eras. Whereas the
NBER reference dates show an increasavierage duration of the expansions
between the pre-WW!I and interwar periott®e new dates show evidence of
shortened length of expansions. However, it dates confirm the traditional
finding that contractions lasted longer in the pwat period than during the
pre-war period.
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1 Introduction

In their seminal contribution to the classical biesis cycle literature, Burns and
Mitchell (1946) define business cycles as follows:

“Business cycles are a type of fluctuations fournldéraggregate economic
activity of nations that organize their work maintybusiness enterprises:
a cycle consists of expansions occurring at abdet $ame time in
many economic activities, followed by similarly geh recessions,
contractions, and revivals which merge into theamgion phase of the
next cycle; this sequence of changes is recurrehtnibt periodic; in
duration business cycles vary from more than ors j@ ten or twelve
years; they are not divisible into shorter cycléssimilar character with
amplitudes approximating their oWwBurns and Mitchell, 1946, p. 3).

These rules on the business cycles are the batlie afiethodology employed by
the National Bureau of Economic Research (NBERpfoducing the business cycle
reference dates for the United States, which shevpéaks and troughs of economic
activity from the mid-1800s to today. Neverthelessme researchers question the
accuracy of the NBER reference dates and partigulae consistency of these dates
over time. For example, Diebold and Rudebusch (19@2e:

“All of the researchers who have designated NBERirgrpoints have
cautioned that there is some uncertainty aboutpifeeise timing of the
general turns in business activity. One indicatioh the uncertainty
associated with the official dates is the discrepahetween these dates
and a number of alternative dates that have be@uyested by NBER
researchers and by independent obsér¢Prebold and Rudebusch, 1992,
p. 996).

Furthermore, even Burns and Mitchell (1946) state:

“This is not to say that the reference dates muosaiein their present state
of rough approximation. Most of them were origigdiked in something
of a hurry; revisions have been confined mainliatge and conspicuous
errors, and no revision has been made for sevazats, Surely, the time
is ripe for a thorough review that would take accbof extensive new
statistical materials, and of the knowledge gaibdut business cycles
and the mechanics of setting reference dates sivecpresent chronology
was worked otit(Burns and Mitchell, 1946, p. 95).



Although the general dating procedures employe¢ddérNBER have not changed,
both the number and quality of the underlying iidlinal series examined have greatly
increased over time as well as statistical teclesaund the understanding of economic
fluctuations. Indeed, the increase in the numbemalerlying individual series used
by the NBER was accompanied by an increase inuhétyg of most series, implying
an increased reliability of the NBER dates, espigcia the post- World War I
(WWII, thereafter) period. Nevertheless, there is evidewfcencertainty in the
literature abousome of the pre-WWII NBER dates due to the varyjuglity of
the data. Moreprecisely, the turning point dates before World WafWWI,
thereafter) seem to hmore questionable than those in the interwar pefl®d 8-
1940). Romer (1994) shovtkat the methods used to date the early cycles are
quite different from those used the postwar era. The most important difference
between the early and modeanethods is that the business cycle reference dates
before 1927 appear to be deriymimarily from detrended data, whereas the dates
after 1927 are based on data tinatude the secular trend. This difference can lead
to (i) the misclassification of growttycles as defined by deviation to the long term
trend by Mintz (1969) as genuine business cycl#isdpre-1927 era, which can cause
more cyclesto be identified in the early period than in thesgp@d/WiIl; (ii) the
misidentification of business cycle dates, which can affect the duratibrihe
contractions and expansiobstween two periods.

In this paper, we propose an alternative set ofthtppeaks and troughs of the US
industrial cycles for the pre-WWIl period (1884-D94by using the monthly
industrialproduction index proposed by Miron and Romer (198 modified
by Romer (1994), and the methodologsemygested by Bry and Boschan (1971)
and Hamilton (1989) in order to identify turningips in economic cycles. Romer
(1994) also usethe adjusted Miron-Romer index of industrial proiiue
for dating business cycles. She derived an alternadatng algorithm that
parsimonioushjincorporates the duration and amplitude critertherathan Burns-
Mitchell rules foridentifying specific cycles, which are expressedténms of
duration and amplitudebecause these rules are complex and cumbersome.
Nevertheless, these rules suchtlas computer algorithm developed by Bry and
Boschan (1971) mimic NBER specifaycle dating procedures. Their methodology
allows to select turning points as defineg Burns and Mitchell (1946), and is
generally considered to be quite successfulepticating the dates chosen by the
NBER (e.g., Watson, 1991; King and Plosser, 188tding and Pagan, 2003; Stock

1 Note that Romer (1994) states concerning her lhgotthat ‘the only cases in which this rule midat are a very
short but sharp recession, or a very long but raitd’ (Romer, 1994, p. 584).
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and Watson, 2010). This algorithm is a set ohadfilters and rules that determine
business cycle turning points in a macroeconomite tiseries. Essentially, the
algorithm isolates local minima and maxima in aetiseriessubject to constraints
on both the length and amplitude of expansionscamtractionsMarkov-Switching
(MS) models, popularized by Hamilton (1989), haeer widelyused in business
cycle analysis in order to reproduce economic tlatons, (see forexample
Ferrara, 2003; Clements and Krolzig, 200®tis et al., 2004; Chauvet and
Hamilton, 2006; Anas et al., 2007; Laytand Smith, 2007 or Chauvet and Piger,
2008). Actually, the popularity of the work of Hdtan is mainly groundean the
ability of this specific parametric model to repuoe the NBER business cydating
estimated by expert claims within the Dating Conteait More recently, some other
non-linear parametric models able to account formasetries and changes in
regimes have been put forward in order to replidatsiness cycles. We refer for
example to the threshold autoregressive (TAR) mod&bduced by Tong (1990) or
the smooth transition autoregressive (STAR) moget, forward by Terasvirta
(1994), Such models differ from MS models in thessethat the variable governing
changes in regimes is observed, leading thus teresttistical inference. Those
models have also proved useful to identify busiregstes as shown for example by
Deschamps (2008) or Billio et al. (2013). Howe\erthis latter paper on euro area
data, it has been shown that MS models tend todre neliable as they send fewer
false signals of recessions. While it seems ugefpkrform further comparisons on
non-linear models for business cycle analysis, vedep in this paper to focus only
on MS models.

Based on both non-parametric and parametric apbesaave propose
an alternative industrial business cycleonology, for which the MS approach is
employed to give some robustnessnefv peaks and troughs obtained from the
Bry-Boschan approach. The alternatalgonology detects 90% of the peaks and
troughs identified by the NBER and Romét994), but the new dates are
consistently dated earlier for more than 50% ofthespecially as regards the
NBER troughs. The new dates affect the comparidotiheo average duration of
recessions and expansions in both pre-WW!I and viateeras. Whereas the
NBER reference dates show an increase in averagatiatu of theexpansions
between the pre-WWI and interwar periods, the nemes show evidencef
shortened length of expansions. This result cosfithe view that The NBER's
chronology has been faulted for seriously exaggegaboth the frequency and the
duration of pre-Fed cycles and for thereby exagtiegathe Fed's contribution to



economic stability.(Selgin et al., 2012, p. 58%).
However, the new dates confirm the traditional ifmgdthat contractions lasted
longer in the post-war period than during the peg-period.

The remainder of this paper is organized as follo8&ction 2 describes the
monthly industrial production index created by Mirand Romer (1990); Section 3
briefly presents the methodologies of Bry and Basc{1971) and Hamilton (1989)
for dating the cycles; Section 4 discusses theratee chronology and compares it
with those of the NBER and Romer (1994). The casioluis drawn in Section 5.

2 Data

For dating the industrial cycles, we use the inadéxindustrial production
derived byMiron and Romer (1990) for the period 1884 to 1948is aggregate
series is usefubr mimicking the NBER procedures because indugpri@duction is
one of the mostomprehensive aggregate series that is availabightyoand is one
of the main serieemployed by the NBER for setting reference datesthermore,
the NBER classifiethis aggregate as a coincident indicator.

Miron and Romer (1990) created a monthly indexrafustrial production for
the period 1884 to 1940. This aggregate seriesoistmly consistent with the
modernFederal Reserve Board’s (FRB) inffevecause it is based on many
fewer serieghan is the modern FRB index, and many sectorfi@feconomy are
either over- ounderrepresented relative to their actual sharalole added. Romer
(1994) adjustethe Miron-Romer index because this index is moiatite than the
FRB index andends to have more random movements. To be morparaivle to
the FRB indexshe estimates a regression between the FRB ind&xhanMiron-
Romer series ima period of overlap (1923-1928). Then, this estadatelationship
is used to formadjusted values for the Miron-Romer index for theziqgd before
1919. The resultingprewar index of industrial production combines #djusted
Miron-Romer series fothe period 1884 to 1918 and the FRB index for teeog
1919 to 1940.

2 Further, Selgin et al. (2012) argue that the Feddrieer done better with respect to price stabitigl economic

stability and financial stability compared to thegime which preceded it — the classigald standard, national
banking, US Treasury and Clearing House regime.

3 Moreover, Romer (1994) states th@lirfe piece of evidence that industrial productiorisghly asgood an
indicator for the prewar economy as for the post@aonomy is the fact that manufacturgmgd mining, the two

main components of any index of industrial producthave not become a largergmaller fraction of the economy

between 1884 and todayRomer, 1994, p. 589).

4 The FRB index of industrial production is one of thain series that the current NBER Committee on Bssine

Cycle Dating considers in setting modern referefates.
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The main advantage of the Miron-Romer index is tlhahas not already
beendetrended, seasonally adjusted, or otherwise mbatgul This is in contrast
to theexisting prewar indexes of industrial productioriet are typically available
only in highly adjusted forms.

3 Methodologies of business cycle dating

In the empirical literature on business cycle asialytwo main methods are
generally considered when the aim is to generatbranology of business cycle
turning points. The first approach is a non-parammeipproach put forward by Bry
and Boschan (1971) relying on a pattern recogngigorithm to identify peaks and
troughs in a time series. The second approach $wll a time series model
introduced by Hamilton (1989) that enables himdooaint for non-linearities of the
business cycles through a first order Markov clhgomerning changes in regimes.
This section presents both approaches and discossasadvantages and drawbacks
for business cycle dating.

3.1 Bry-Boschan approach

Bry and Boschan (1971) provide a nonparametricuitise and easily
implementablealgorithm to determine peaks and troughs in indigldtime series,
based orBurns-Mitchell rules for identifying specific cyde expressing in terms
of duration and amplitude. Although the method isteg commonly used in the
literature, webriefly sketch its main sequentisleps heré.First, on the basis of
some well-specified criterion, extreme observatiansidentified and replaced by
corrected values. Second, troughs (peaks) arendiet for a 12-month moving
average of the original series as observations evhatiesare lower (higher) than
those of the five preceding and the five followinmpnths. Incase two or more
consecutive troughs (peaks) are found, only theesdwhighest)s retained. Third,
after computing some weighted moving average, ibbest and lowest points on
this curve in thet5 months-neighborhood of the previously determipedks and
troughs are selected. If they verify some phasegtlemriteria and thalternation
of peaks and troughs, these are chosen as thenadete turning pointd-ourth,
the same procedure is repeated using an unweigted-term movingverage
of the original series. Finally, in the neighborHoof these intermediat®irning
points, troughs and peaks are determined in thenowoihied time series. these
pass a set of duration and amplitude restrictidhey are selected as the final

5 For a detailed description, the reader is referoeBry and Boschan (1971).
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turning points. The adherent analytical steps atdb&decision rules for selecting
turning points are summarized in the Appendix.

3.2 Markov-switchingapproach

We present below a univariate version of the MS ehodith K = 2
regimes,which can be easily extended to more than two reginWe define the
second order procesk)tez = (X ,..., X)tez as a MS(2)-ARY) if it verifies the

following equation:
p
X -(S) =) 4i(S)(Kei - (S-) +o(S)et, 1)

i=1
where §): is a random process with values in2}, where &t )iez is a white noise
Gaussian process with finite unit variance and ehenS), ... ,0p(S) are
autoregressive parameters depending on the reginas well as the standard error
o(S). The full representation of the model requires specification of the variable
(S): as a first order Markov chain with two regimes. flisafor allt, S depends only
onS-1, i.e.:

P(&=jlS1=1,52,5-3,...) =P(§ = j|S-1=1) = pij fori,j=1,2. (2
The probabilitiegij (i, j = 1,2) are the transition probabilities; they meashiegirob-
ability of staying inthe same regime and switctinagh one regime to the other. They
provide a measure of the persistence of each regimgously, we gefi1+pi2=1,
for i = 1,2. Estimated durations of regimd3(S =i) for i = 1,2, are given by:
D(S =i) = Y(1 -pi). The estimation step enables to get, for each fatiee
forecast, filtered and smoothed probabilities ofnbein a given regime,
respectivelydefined byP(§ =i|0, X-1,..., X) , P(§ =i|0, %...., %) andP(§ =i|,
X,y R), whered is the estimated parameter. In our dating frameywekwill
consider onlythe smoothed probabilities. Estimation is carried asing the EM
algorithm proposetly Hamilton (1990).

The choice of the number of regimes K is alwaysssne when dealing with
empirical applications. Some testing proceduresehbegen put forward in the
literature to test the number of regimes but cameoeasily implemented (we refer
for example to Hansen, 1992, or Hamilton, 1996}hia paper, we assume that K =
2 in order to reproduce the expansion/recessionese® initially considered by
Burns and Mitchell (1946). Note however that, framar empirical results, the
inclusion of a third regime does not help to immrdke interpretation of the model.



3.3 Comparison of both approaches for business cycle
dating

Both previous approaches have been widely usetaditerature on business
cycle analysis, especially as regards the consructeference turning point
chronologies. When the objective is to build a itugnpoint chronology, some
properties can help to compare the methods, asxéinple transparency (the dating
method must be replicable to every one), adaptalili the method to different
series and countries, robustness to extreme vadnesto the sample or stability of
the chronology through time (see for example Anad.e2007).

When looking at the empirical literature, it turagt that MS models, since the
seminal paper of Hamilton (1989), have often prousdful to replicate business
cycles. However, there is no guarantee that themt8el is able to distinguish
periods of recessions, as defined by common toaditfhe model only separates
regimes in accordance to the specification of tieel@hin order to fit the data. This
separation will be different if we change the sfieaiion: variances depending on
regimes, time-varying transition probabilities, @egressive terms, etc.... It is not
certain that we may find the best specificationt tldentifies business cycles by
minimizing criteria like AIC or BIC, on the contigrmany alternative models, i.e.
representations, are possible. For example, it setrat there are equivalent
combinations of estimates of autoregressive terngs teansition probabilities as
both parameters capture the time dependence of data

As a result, MS models do not necessarily providaraing point chronology
that is robust to the sample, that is estimatiregrttodel by sub-samples does not
necessarily generate the same dates for turnimggdiypically the addition of new
data points to the sample can lead to a modificatib the turning point dates,
therefore not ensuring turning point stability tiigh time. This is the reason why
when using MS models in order to replicate busimgstes, some authors impose a
higher threshold than the natural threshold of Before sending a signal of
recession based on the estimated conditional pildipatsee Darné and Ferrara,
2011). Also, Chauvet and Hamilton (2006) imposedhac constraints on the
conditional probability to recognize a recessionefll, it seems to us that non-
parametric approaches are more suitable for thagdat past turning points, in the
line of Harding and Pagan (2002).

4 Dating results

4.1 AlternativeDating

Following the conclusions exposed in the previoestion, our strategy in this
8



paper is to apply both the BB and MS approaches, wmi consider the BB
chronology as the benchmark, while the MS chronplegised by comparison.

We apply the Bry-Boschan algorithm as well as tl#ibdel to the adjusted index of
industrial production (1884-1940) to propose neaikpend trough dates.

As regards the MS model, various autoregressiveeggrpre considered ranging
fromp=0to p= 6. When considering the smoothed probability @ig in the
low regime(S = 1), it turns out thap = 0 provides the clearest description of the
recession phasesd is therefore retained.

According to the results presented in Table 1, lthe regime (St = 1) is
characterized by a negative mean growth of -1.8&4dsistent with a mean growth
rate of recession periods, while the high regime=2) presents a positive mean
growth rate of 0.929. The low regime is also chinawed by an average duration of
5 months, which is lower than durations observegast-WW!II recessions, close to
one year. The average duration of the high regib@ngonths) is also lower than
those estimated after WWII.

Starting from the estimated smoothed probabilitybefng in the low regime

presentedn Figure 1, i.e P(S = 116, %r, ... ,X4), we identify peaks and troughs of

WS=1) | (&=2) | ce(&§=1) | 0e(&=2) | pu1 p2 | D(&=1) | D(&=2)
Pl | -1.914 | 0.929 1.755 1568 | 0.791 0.943 5 18
(0.286) | (0.106)

Table 1: Parameter estimates for the MS model over the ¢erBB4-1940. Duration® of each
regime are expressed in months. Standard deviai@ngiven in parentheses.

the industrial business cycle by saying that whes probability is higher than the
threshold of 0.50, with a confidence interval of 5%, then theonomy is in
recession, and conversely. Thus a peak is detednifirsemonth before the beginning
of this low regimeand a trough is identified the last month of tlow Iregime. In
addition, we adopt aensoring rule saying that an identified period nhast at least
5 consecutive months.

Dates of peaks and troughs provided by the Bry-Bas@and MS approaches are
presented in Table 2. From this table, we estirhdteomplete cycles from peak-to-
peak, which is a bit less than the other estimatigee Table 4), 8 cycles occurring
beforeWWI, and 6 cycles during the interwar period. Dgtiesults are generally
consistenbetween both methods because 50% of the datesactyethe same and
71% with a maximum delay of one month. A notable exceptioncerns the
1892-1894 andl913-1914 recessions, which exhibit a differenceldfand 17
months for thepeak. Note that for the 1913-1914 recession, theB®wschan

9



approach dates the pemkJanuary 1913, as proposed by the NBER, whileMBe
approach dates it in Jud814, as suggested by Romer (1994). Moreover, dtesd
of peaks in the industridbusiness cycle provided by the MS model are lagged
between 2 and7 months, while the dates of troughs are sligetiging. The average
absolute valuef discrepancy between the two methodologies isnionths, but if
we exclude théwo largest discrepancies, the average falls torf@8ths. Overaltthe
dates from both approaches are very similar, exicefew dates, and thus gives
some robustness of the new peaks and troughsdditian to previous measures of
duration, we also consider losses in output duaimmeak and a trough (last column
of Table 2). Losses are bounded between 6.2% and¥@3%uring the Great
Depression. It is noteworthy that the average ¢msss from 11.9% in the pre-WWI
period to 20.8% in the interwar period. Even if weclude the Great Depression
phase, the average loss in the interwar periofi1§ @%, showing an increase in the
amplitude of loss.

Figure 1: Smoothed probability of being in an irtdas$ recession regime over the
period 1884-1940.
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4.2 Comparisons

Table 3 displays the chronology proposed by the RBd Romer (1994) as
well as our new alternative chronology. Table 3 revaalsortant similarities but
also keydifferences between the NBER and Romer dates andltarnative dates.
We find that 14 cycles in our revised chronology correspemrdctly with the
incidence of theNBER and Romer cycles. However, there are sometiquss

about the turning poirdates, especially before WWI.
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The revised industrial business-cycle dates are melective in isolating genuine
contractions in the post-WWI period. The new chfogy dismisses several NBER
and Romer recessions as merely growth cycles. &hsed dating removes one and
two cycles for both NBER and Romer chronologiespeetively, but none is common
to the two references. The elimination of the tewoessions (1890-1891, and 1916-
1917) is consistent with other measures which sstgbat these recessions should be
reclassified as growth cycles. The identificatibnh@se spurious recessions will not
surprise many economic historians.

Table 2: Dates of peaks and troughs in the pre-WY&lindustrial economy.

Bry-Boschan dates Markov-Switching dates Deviations Loss (in %)
Peak | Trough Peak | Trough Pedk Troligh
Pre-WWI industrial cycles
1886:11 1887:06 1887:02 1887:06 3 0 7.1
1892:05 1894:02 1893:03 1894:01 10 -1 17.3
1895:10 1896:08 1896:01 1896:07 3 -1 10.8
1900:03 1900:10 1900:03 1900:10 0 10.0
1903:07 1903:12 1903:07 1903:12 0 0 9.5
1907:07 1908:05 1907:07 1908:05 0 20.0
1910:01 1910:11 1910:02 1910:10 1 -1 9.1
1913:01 1914:11 1914:06 1914:11 17 11.8
Interwar industrial cycles
1918:06 1919:01 1918:08 1918:12 2 -1 6.2
1920:05 1921:06 1920:05 1921:06 0 0 27.7
1923:04 1924:08 1923:04 1924:06 0 -2 18.3
1927:04 1927:12 1927:07 1927:11 -3 -1 6.2
1929:04 1933:03 1929:07 1933:03 3 0 39.0
1937:11 1938:07 1937:11 1938:07 0 0 27.5

As found by Romer (1994), the 1890-1891 contraciilemtified by the NBER
doesnot seem to be a recession. For Williamson (19@Akkample, some portion
of the decline can be explained simply by the datdon of labor force growth.
This cycle is one that other researchers have frequently omedi as being
guestionable. Indee@horp (1926) affixes the word “brief” for this caattion, Fels
(1959) describes it asingularly mild”, and Zarnowitz (1981) lists it ang the
mildest prewar cycles.

The new chronology confirms that the 1916-1917 ssoa is not a
contraction,whereas Romer identifies it as a cycle. This (fme¥irecession is
associated witkthe start of WWI in Europe. As mentioned by Tendifg8, p. 29), no
narrative can beleveloped about the 1916-1917 period for which nformation
could be found. Notehat the lowest discrepancy between the new datdsttee
NBER dates occurs for th£913-1914 cycle, whereas Romer found the peak 17

months later (in June 1914 rathlean in January 1913).
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There are differences in the dates of peaks angyhi among the seven cycles
identified by the three chronologies in the post-WM'riod. There is agreement on
the date of the peak or trough in some instancés the NBER andRomer dates
(February 1894, July 1903, July 1907 and Deceml®27 Iifor Romer, January
1913 and March 1933 for the NBER, and January X8i®oth references)he
average absolute value of the discrepancy betwseméw dates and those of the
NBER and Romer is 5.3 months and 3.2 months, ré&spc® The largest
discrepancy occurs for the peak in May 1892 (8 m®ritefore) in the Romer
chronology, andor the trough in November 1910 (14 months befimehe NBER
reference. Note thathe 1907-1908 recession displays the lowest diso®p
between the three chronologies.

The dates in the interwar period (1918-1940) apfeede less questionable than
those in the pre-WWI period. Indeed, only the sli®39-1940 recession associated
with the start of WWII in Europe, suggested by Ro(®©94), is not identified by the
new chronology as well as by the NBER. This camgained by the fact that this
recession is very short, only three months, andaiabe considered as a business-
cycle recession. Furthermore, the discrepanciesdast the NBER and Romer dates
with those of the new chronology average 2.5 monifsis result confirmghe
small account of uncertainty in the interwar dates.

Finally, over all cycles that are identified in tiieee chronologies, the differences
are sometimes systematic. The new dates lead theRNEd Romer troughs (5.4
months and 2.6 months in average, respectively}t&omer peaks (4.9 months in
average) in the post-WW]I era.

5 Note that Romer (1994) finds an average absolutew the discrepancy between NBER datestwdiates for this
period of 4.5 months.
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Table 3: Dates of peaks and troughs in the prev&industrial economy.

NBER reference dates Romer dates Alternative dates Deviations NBER Deviations Romer Pe
Peak \ Trough Peak | Trough Peak| Trough Peaitk Trough Kk Péa Trough
Pre-WWI industrial cycles

1887:03 1888:04 1887:02 1887:07 1886:11 1887:06 -4 -10 -3 -1
1890:07 1891:05

1893:01 1894:06 1893:01 1894:02 1892:05 1894:02 -& -4 -8 0
1895:12 1897:06 1896:01 1897:01 1895:10 1896:08 -2 -10 -3 -5
1899:06 1900:12 1900:04 1900:12 1900:03 1900:110 9 2 - -1 -2
1902:09 1904:08 1903:07 1904:03 1903:07 1903:112 10 -8 0 -3
1907:05 1908:06 1907:07 1908:06 1907:07 1908:05 2 1 - 0 -1
1910:01 1912:01 1910:01 1911:0% 1910:01 1910:11 0 14 - 0 -6
1913:01 1914:12 1914:06 1914:12 1913:01 1914:11 0 1 - -17 -1

1916:05 1917:01
Interwar industrial cycles
1918:08 1919:03 1918:07 1919:03 1918:06 1919:01 2 -2 -1 -2
1920:01 1921:07 1920:01 1921:03 1920:05 1921:06 4 1 - 4 3
1923:05 1924:07 1923:05 1924:07 1923:04 1924:08 -1 1 -1 1
1926:10 1927:11 1927:03 1927:12 1927:04 1927:12 6 1 1 0
1929:08 1933:03 1929:09 1932:07 1929:04 1933:03 -4 0 -5 8
1937:05 1938:06 1937:08 1938:06 1937:11 1938:07 6 1 3 1
1939:12 1940:03

Notes: The NBER business cycle chronology is froooh& and Zarnowitz (1986) and Diebold and Rudeb(Ee82). The Romer business cycle chronology isifRomer (1994).
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We propose to examine in detail the differencewéen the three various turning
point chronologies proposed by the NBER, Romer 4198nd our alternative
estimation. Thecharacteristics of the revisions in the peaks amaghs are given in
Table 4. The mossalient feature of the revised chronology is thaetks and
troughs are consistenttiated earlier than those inferred from the NBER Rather
chronologies. Indeed, ofhe fourteen common peaks and troughs, the revised
chronology predates seven to npeaks and troughs.

Table 4: Differences in the industrial cycle chrimges.

Revised peaks Revised troughs

Cycles Numbers Earlier| Same| Later| EarligrSame| Later

NBER cycles 15 6 2 6 10 1 3

Romer cycles 16 8 3 3 8 2 4
Revised cycles 14

Notes: The NBER business cycle chronology is frorebbld and Rudebusch (1992). The Romer business
cyclechronology is from Romer (1994).

Even if the new chronology identifies 90% of thea® and troughs suggested
by the NBER and Romer (1994), more than 50% of tlaeenconsistently dated
earlier, especially with the NBER troughs (70%).efidfore, these changes can have
some implications on the characteristics of cyatasnely the frequency and duration.
Table 5 shows that the new chronology displaysvanage frequency of contractions
more important during the period 1918-1940 (42%nthluring the period 1887-
1917 (28%). This result is in contradiction witle tNBER chronology for which the
average frequency of recessions is close for ttiegmriods. The average durations of
contractions are higher for the period 1918-1940 thor the period 1887-1917 from
the three chronologies. This result confirms thewthat the NBER’s chronology
tends to increase both the frequency and the duarati pre-Fed cyclegSelgin et
al., 2012, p. 581). Nevertheless, the new peakstengjhs truncate thaverage
length of recessions by one-third for the perio87:8917 when comparesith the
NBER chronology, as found by Romer (1994). The méwonology, and thabf
Romer (1994), exhibit average durations of expamssless important for the period
1918-1940 than for the period 1887-1917, wherea®lBER chronology displays the
contrary. Finally, the average expansion in the\Wk&| era is roughly three times as
long as the average contraction for the revised Rocher chronologies, whereas
they are slightly different for the NBER chronology
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As suggested by Diebold and Rudebusch (1992), vee ausNilcoxon rank-
sumtest of whether the mean duration of expansions andssémes are equal
betweenwo samples, namely between the pre-WW!I period 74B&L7) and the
interwar period (1918-1940), for the different chronologidable 5 shows that
there is noappreciable change in the duration of the cyclasvéen these two
periods, whatevehe chronology.

5 Conclusion

In this paper we proposed an alternative set ofthtprpeaks and troughs of
the US industrial cycles for the prewar period (189@8P using the
methodologieproposed by Bry and Boschan (1971) and Hamiltor891%n the
monthly industrialproduction index constructed by Miron and Romero@9and
modified by Romer (1994). The alternative chrongldgtects 90% of the peaks and
troughs identified by the NBER and Romer (1994}, they are consistently dated
earlier for more than 50% of them, especially il NBER troughs (70%). The
revised industrial business-cycle dates are motectses in isolating genuine
contractions in the post-WW!I period, namely by remg one(1890-1891) and
two (1916-1917 and 1939-1940) cycles for both NB&RI Romerchronologies,
respectively.

The new dates affect the comparison of the avedigation of recessions
andexpansions in the post-WW!I and interwar eras. \deetbe NBER reference
datesshow an increase in average duration of the expasdbetween the post-
WWI andinterwar periods, the new dates show a declinkendngth of expansions.
However, the new dates confirm the traditional finding thlantractions lasted
longer in the post-war period than during the peg-period.

7 Diebold and Rudebusch (1992) proposed a Wilcoxok-saim test to test the null hypothesis ofdusation
stabilization, that is, that the distributions ofations between two sample are identical
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Table 5: Frequency and duration of US industrigihess cycles.

Sample size Average duration Average duration Test

Cycles 1887-1917 1918-1940] 1887-1917| 1918-1940] 1887-1917| 1918-1940, Wilcoxon | p-value
Contractions
NBER cycles 9 6 45.8 45.4 16.3 18.0 28.5 0.91
Romer cycles 9 7 24.2 33.3 9.7 13.1 24.5 0.49
Revised cycles 8 6 27.6 40.4 115 16.5 20.( 0.6b
Expansions
NBER cycles 9 6 54.2 54.6 21.8 26.0 16.0 0.61
Romer cycles 9 7 75.8 66.7 34.0 28.0 31.0 0.41
Revised cycles 8 6 72.4 59.6 34.4 29.2 22.( 0.5p

Notes: Average frequency is given in percentagerage duration and Wilcoxon statistic are givemonths.
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Appendix

Table 6: Bry-Boschan procedure for determiningitugmpoints.

Step Procedure

Determination of extremes and substitution of value
Determination of cycles in 12 month moving averggeremes replaced)
(A) Identification of higher (or lower) than 5 months&ither side
(B) Enforcement of alternation of turns by selectinghieist of multiple peaks (or lowest of multiple tgbs)
3 Determination of corresponding turns in Spenceveextremes replaced)
(A) Identification of highest (or lowest) value withirb months of selected turn in 12 month moving averag
(B) Enforcement of minimum cycle duration of 15 mortlysliminating lower peaks and higher troughs
of shorter cycles
4 Determination of corresponding turns in short-tenoving average of three to 6 months,
depending on months of cyclical dominance (MCD)
(A) Identification of highest (or lowest) value withirb months of selected turn in Spencer curve
5 Determination of turning points in unsmoothed serie
(A) Identification of highest (or lowest) value withitd months, or MCD term, whichever is larger,
of selected turn in short term moving average
(B) Elimination of turns within 6 months of beginningdaend of series
(C) Elimination of peaks (or troughs) at both endsesfes which are lower (or higher) than values
closer to the end
(D) Elimination of cycles whose duration is less themionths
(E) Elimination of phases whose duration is less themosths
6 Statement of final turning points

Source: Bry and Boschan (1971, p. 21).
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